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Abstract
We consider nonlinear elastic wave equations generalizing Gol’dberg’s five constants
model. We analyze the nonlinear interaction of two distorted plane waves and char-
acterize the possible nonlinear responses. Using the boundary measurements of the
nonlinear responses, we solve the inverse problem of determining elastic parameters
from the displacement-to-traction map.

1 Introduction

1.1 The nonlinearity in elastodynamics

We introduce the nonlinear elastic system to be studied in this work. Our model is
a generalization of the five constant model widely used in the literature since the
work of Gol’dberg [4]. We shall follow the presentation in Landau–Lifschitz [12].
The materials are classical, however we would like to review its derivation to show
the sources and significance of the nonlinearity in elastodynamics.
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766 M. de Hoop et al.

Consider an elastic body occupying an open bounded region Ω ⊂ R
3 with smooth

connected boundary ∂Ω . The closure is denoted byΩ . We denote points inR3 by x =
(x1, x2, x3). When the body is deformed, the distances between points are changed.
Suppose that point x ∈ Ω is displaced to x ′ = (x ′

1, x
′
2, x

′
3) ∈ R

3 and the displacement

vector is u = x ′ − x . The length element dl = (dx1 + dx2 + dx3)
1
2 is changed to

dl ′ = (dx ′
1 + dx ′

2 + dx ′
3)

1
2 and

(dl ′)2 = dl2 + 2eikdxi dxk,

where eik is the strain tensor defined by

emn = 1

2

(
∂um
∂xn

+ ∂un
∂xm

+ ∂uk
∂xm

∂uk
∂xn

)
. (1)

Hereafter, the Einstein summation convention is used. The strain tensor describes
the changes in an element of length when the body is under deformation. For small
deformations, one ignores the quadratic terms and take

ẽmn = 1

2

(
∂um
∂xn

+ ∂un
∂xm

)

as an approximation of emn . This is the strain tensor used in linearized elasticity.
We only consider the thermostatic state of the body so that the free energy E of the

body is a scalar function of the strain tensor only, namely E = E (eik). For an isotropic
elastic medium, we can express E in terms of the invariants Tr(e),Tr(e2),Tr(e3) etc.
For small deformation, one expand E up to quadratic terms in ∇u to get

E = E0 + 1

2
λ(x)(Tr ẽ)2 + μ(x)Tr(̃e2) = E0 + 1

2
λ(x)(̃eii )

2 + μ(x )̃e2ik,

where E0 is a constant and λ,μ are called Lamé coefficients. Note that the ẽik above
are indeed eik as the higher order terms are ignored. The stress tensor is given by

S̃mn = ∂E

∂ ẽmn
= λ(x )̃eiiδmn + 2μ(x )̃emn . (2)

To show the dependence of S̃ on x ∈ R
3 and u, we also use the notation S̃(x, u).

The stress tensor is related to the internal force T of the body under deformation
via T = ∇ · S̃. Now using Newton’s second law, we obtain the differential equation
describing the deformation of the body

ρ
∂2u

∂t2
= ∇ · S̃(x, u) + F, (3)

where F = (F1, F2, F3) ∈ R
3 is an (external) force on the body (e.g. the gravity) and

ρ is the density of the elastic medium. Actually, we just derived the linearized elastic
wave equation.
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Nonlinear interaction of waves in elastodynamics and an inverse problem 767

Now we take into account the nonlinear effects. We expand the energy density E
to cubic terms

E = E0 + 1

2
λ(x)(Tr e)2 + μ(x)Tr(e2)

+ 1

3
A(x)Tr(e3) + B(x)Tr(e2)Tr(e) + 1

3
C(x)(Tr e)3

= E0 + 1

2
λ(x)(eii )

2 + μ(x)e2ik + 1

3
A(x)eikeilekl + B(x)e2ikell + 1

3
C(x)(ell)

3,

see Landau–Lifschitz [12, Section 26]. In the reference, λ,μ, A, B,C are all constants
so the model is called the five constant model. Other equivalent forms in the literature
and their relations can be found in Norris [17]. Here, we consider a more general
model in which all the parameters are smooth functions on Ω . In the expression of E ,
we should use the strain tensor in (1) and keep the nonlinear terms. We consider the
tensor defined as

Smn = ∂E

∂(∂um/∂xn)
= λ(x)e j j

(
δmn + ∂um

∂xn

)
+ 2μ(x)

(
enm + enj

∂um
∂x j

)

+ A(x)emj enj + B(x)(2e j j emn + ei j ei j δmn) + C(x)eii e j j δmn, m, n = 1, 2, 3.

(4)

This tensor is no longer the stress tensor and it is not symmetric. However, the quantity
∇ · S still gives the internal force, hence we again get the dynamical equation of the
same form

ρ
∂2u

∂t2
= ∇ · S(x, u) + F . (5)

This is the nonlinear elastic equation we study in this work. We point out that the
nonlinearity of the system comes from two sources: the higher order expansion of the
free energy E and the nonlinear term in the strain tensor.

1.2 The interaction of two waves

We consider the initial boundary value problem for (5):

∂2u(t, x)

∂t2
− ∇ · S(x, u(t, x)) = 0, (t, x) ∈ R × Ω,

u(t, x) = f (t, x), (t, x) ∈ R+ × ∂Ω,

u(t, x) = 0, (t, x) ∈ R− × Ω, (6)

where S(x, u(t, x)) is given by (4). Throughout this work, we assume that
λ,μ, A, B,C are smooth functions on Ω . Here, for simplicity, we took ρ = 1. We
know (see e.g. [20]) that upon changing variables and introducing lower order terms,
the system (5) can always be reduced to ρ = 1. Also, we took F = 0 in (5). It is
easy to see that u = 0 is a trivial solution to the problem if f = 0. Later, we also use
Z = R × Ω and Y = R × ∂Ω .
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768 M. de Hoop et al.

The equation in (6) is a second order quasilinear system. In general, the solution
may develop shocks and we do not expect long time existence result. We establish
the well-posedness for small boundary data in Sect. 2. The novelty of this work is
that we analyze the nonlinear interactions of two (distorted) plane waves and show
that certain nonlinear responses are generated and they carry the information of the
nonlinear parameters. More precisely, let the boundary sources f be

f = ε1 f
(1) + ε2 f

(2)

depending on two small parameters ε1, ε2. The solution u of (6) with boundary source
f has an asymptotic expansion

u = ε1u
(1) + ε2u

(2) + ε21u
(11) + ε22u

(22) + ε1ε2u
(12) + higher order terms in ε1, ε2.

Here, u(1), u(2) are linear responses satisfying the linearized equations

Pu(•)(t, x) = 0, (t, x) ∈ R × Ω,

u(•)(t, x) = f (•)(t, x), (t, x) ∈ R+ × ∂Ω,

u(•)(t, x) = 0, (t, x) ∈ R− × Ω, (7)

where • = 1, 2 and u(11), u(12), u(22) are nonlinear responses satisfying

Pu(i j)(t, x) = ∇ · G (u(i), u( j)), (t, x) ∈ R × Ω,

u(i j)(t, x) = 0, (t, x) ∈ R+ × ∂Ω,

u(i j)(t, x) = 0, (t, x) ∈ R− × Ω, (8)

where i, j ∈ {1, 2} and the term G is quadratic in u(i), u( j) and comes from the
nonlinear terms of (6), see (22) for its exact form.

The nonlinear interactions of elastic waves are of great interest in seismology, rock
sciences etc. In the literatures e.g. [4,7,11] among many others, they have been mostly
analyzed by taking u(1), u(2) as (smooth) plane waves of the form

eı(−tw+k·x)a,

where ı2 = −1 and a,k ∈ R
3 are the polarization vector and wave vector respec-

tively. The nonlinear responses are recognized as sum or difference harmonics. One
disadvantage of the plane wave approach is that the plane waves extend to the whole
space hence it becomes difficult to localize the nonlinear interactions. We shall use
distorted planewaves propagating near fixed directions. Locally, they can be expressed
as oscillatory integrals of the form

∫
eı(t,x)·ξa(t, x; ξ)dξ,

where the amplitude a(t, x; ξ) belongs to some symbol spaces. The waves and non-
linear responses are characterized using their wave front sets. We construct proper
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Nonlinear interaction of waves in elastodynamics and an inverse problem 769

sources f (•) so that u(•) are conormal distributions. This is done in Sect. 3 using
microlocal constructions for the initial boundary value problem. The conormal dis-
tributions appear frequently in applications, such as Heaviside functions and impulse
functions, see [8] for more examples. Next, we show in Theorem 3 that the nonlinear
interactions of u(1), u(2) generates new singularities in u(12). Because of the P–S wave
decomposition, there are many cases of the interaction. We are able to determine all
the possible responses and find conditions when the responses are non-trivial. The
results are summarized in Table 1 in Sect. 4.

1.3 The inverse problem

Our next goal is to determine the elastic parameters from the boundary measurements
of the nonlinear responses. We introduce notions to state the result. For the linearized
equations

Pu = ∂2u

∂t2
− ∇ · S̃(x, u) = 0,

where S̃(x, u) is defined in (2), the characteristic variety of P is the union of sub-
varieties

ΣP = {(τ, ξ) ∈ T ∗(R × Ω) : τ 2 − 〈ξ, ξ 〉P = 0}, 〈ξ, ξ 〉P = (λ(x) + 2μ(x))|ξ |2,
ΣS = {(τ, ξ) ∈ T ∗(R × Ω) : τ 2 − 〈ξ, ξ 〉S = 0}, 〈ξ, ξ 〉S = μ(x)|ξ |2, (9)

which corresponds to shear and compressional waves. We assume that

λ + μ > 0, μ > 0 on Ω. (10)

Then the operator P is a system of real principal type (in the sense of Denker [2]),
see [6, Prop. 4.1]. We let gP/S be the Riemannian metric on Ω corresponding to
〈·〉P/S and let diamP/S(Ω) be the diameter of Ω with respect to gP/S . We notice that
diamS(Ω) > diamP (Ω) in view of (9) and (10).

Using the well-posedness result established in Sect. 2, we define the displacement-
to-traction map as follows. For any fixed T0 > 0, we show in Theorem 2 that there
exits ε0 > 0 so that for any f ∈ Cm([0, T0] × ∂Ω) supported away from t = 0 and
f sufficiently close to the zero function, there exists a unique solution u(t, x) of (6).
Then we define the displacement-to-traction map as

ΛT0 : f = u|[0,T0]×∂Ω → ν · S(x, u)|[0,T0]×∂Ω,

where ν = ν(x) is the exterior normal to ∂Ω . We also use Λ for ΛT0 when T0 is clear
from the context.

Theorem 1 Assume that ∂Ω is strictly convex with respect to gP/S and there is no
conjugate point for gP/S in Ω . For T0 > 2diamS(Ω), the parameters λ,μ, A, B are
uniquely determined in Ω by ΛT0 .
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It is worth mentioning that the linear version of Theorem 1 has been extensively
studied in the literature. In particular, for the isotropic elastic equations, it is proved
in [19] and [6] that the P/S wave speeds (hence the Lamé parameters) are uniquely
determined by the displacement-to-traction map. Because the linearized problem in
our model is isotropic, the main interest here is to determine the nonlinear parameters.
We also remark that our proof leads to an explicit way to reconstruct the nonlinear
parameters from the measurement with properly chosen boundary sources. Also, we
prove in Proposition 3 that the parameter C cannot be determined at least from the
leading term of the generated nonlinear responses. However, it is likely in view of the
work [13] that C can be determined from the interaction of three or more waves. This
is not pursued in this work.

2 The well-posedness for small boundary data

We establish the well-posedness of the initial boundary value problem (6) which we
recall below

∂2u(t, x)

∂t2
− ∇ · S(x, u(t, x)) = 0, (t, x) ∈ R × Ω,

u(t, x) = f (t, x), (t, x) ∈ R+ × ∂Ω,

u(t, x) = 0, (t, x) ∈ R− × Ω,

where

Smn(x, u) = λ(x)e j j

(
δmn + ∂um

∂xn

)
+ 2μ(x)

(
enm + enj

∂um
∂x j

)

+ A(x)emj enj + B(x)(2e j j emn + ei j ei jδmn) + C(x)eii e j jδmn .

In the literature, the well-posedness of quasilinear hyperbolic systems are studied for
the initial value problem (Ω = R

3) in [10] with applications to nonlinear elastody-
namics and general relativity. Some variants of the results are obtained by Kato for
scalar equations or other initial-boundary conditions. Dafermos and Hrusa studied the
initial-boundary value problem for nonlinear elastic equations in [1] which applies
to our model. However, only the short time existence result was established for the
Dirichlet boundary conditions. Their result is close to what we need. We shall mod-
ify their proof to obtain our result. We refer to [16] for similar treatments for one
dimensional scalar wave equations.

We denote the L p based Sobolev space on Ω of order m by Wm,p(Ω;R). The
compactly supported Sobolev functions are denoted byWm,p

0 (Ω,R).When p = 2,we

also use Hm(Ω) = Wm,2(Ω;R), Hm
0 (Ω) = Wm,2

0 (Ω;R). For f ∈ Cm(M), M ⊂
R
4, we denote the semi-norm by

‖ f ‖Cm (M)
.= sup

x∈M

∑
|α|≤m

|∂α
x f (x)|.

The main result of this section is
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Nonlinear interaction of waves in elastodynamics and an inverse problem 771

Theorem 2 Let T0 > 0 be fixed. Assume that f ∈ Cm([0, T0] × ∂Ω),m ≥ 3 is
supported away from t = 0. Then there exists ε0 > 0 such that for ‖ f ‖Cm < ε0, there
exists a unique solution

u ∈
m⋂

k=0

Ck([0, T0];Wm−k,2(Ω,R))

to (6) and we have the estimates

max
t∈[0,T0]

‖∂m−k
t u(t)‖Wm−k,2(Ω) ≤ C0‖ f ‖Cm (R×∂Ω),

where C0 > 0 does not depend on f .

We make several remarks. We formulate and prove the result specifically suited
to our need. The assumption that f is supported away from t = 0 is for simplicity.
In general, the theorem should work if f satisfies certain compatibility conditions
at {0} × ∂Ω with the initial conditions. The proof of the theorem is based on some
modifications of [1, Theorem 5.2]. Indeed, the proof in [1] is quite involved and was
build upon an abstract framework. To minimize the amount of additional work, we
will follow [1] very closely, even their notations. We remark that we have not tried to
get sharp results which are not necessary for the inverse problem.

Proof of Theorem 2 The first step is to convert the problem to a Dirichlet problem.
Suppose that f ∈ Cm(R × ∂Ω) with m ≥ 3 and f is compactly supported in t > 0.
We use the Seeley extension, see [14, Section 1.4]. Following the arguments there, we
can find a function f̃ ∈ Cm(R × Ω) such that f̃ |R×∂Ω = f and f̃ is supported in
t > 0. Moreover, the extension is continuous namely,

‖ f̃ ‖Cm (R×Ω) ≤ C‖ f ‖Cm (R×∂Ω).

Hereafter, C denotes a generic constant. Let u = ũ + f̃ . We have

S(u) = A (̃u, f̃ ) + S( f̃ ),

where

Amn (̃u, f̃ ) = ∂E (̃u + f̃ )

∂(∂ ũm/∂xn)
= S(̃u) + I (t, x, ũ,∇ũ, f̃ ,∇ f̃ ).

Here,I is a smooth function of its arguments and we recall that E is the scalar energy
function. We can further write

(∇ · A (̃u, f̃ )
)
i =

3∑
j,α,β=1

Ãiα jβ
∂2ũ j

∂xα∂xβ

= (λ(x) + μ(x))
3∑
j=1

∂2ũ j

∂xi ∂x j
+ μ(x)

3∑
j=1

∂2ũi
∂x2j

+ Ei (t, x, ũ,∇ũ, f̃ ,∇ f̃ ),
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772 M. de Hoop et al.

where Ei denotes the nonlinear terms. Because Ãiα jβ comes from a scalar energy
function, we know (see e.g. [1, Section 1]) that Ãiα jβ = Ãiβ jα are symmetric. More-
over, because of the assumptions on λ,μ and the compactness of Ω , Ã satisfy the
strong ellipticity condition, namely there exists δ > 0 such that

Ãiα jβξiξ jζαζβ ≥ δ|ξ |2|ζ |2, ξ, ζ ∈ R
3,

for all ũ in a sufficiently small open neighborhoodO of the zero function inCm(R×Ω)

such that det(I + ∇ũ) > 0.
Now ũ = u − f̃ satisfies the equation

∂2ũ

∂t2
− ∇ · A (̃u, f̃ ) = F , in R × Ω,

ũ = 0, in (R+ × ∂Ω) ∪ (R− × Ω), (11)

where

F = S( f̃ ) − ∂2 f̃

∂t2
∈ Cm−2([0, T ] × Ω).

It is clear that

‖F‖Cm−2 ≤ C‖ f̃ ‖Cm ≤ C‖ f ‖Cm .

Then the assumptions of [1, Theorem 5.2] are all satisfied and the problem can be
reduced to the following abstract problem studied in [1, Section 4]: for any T0 > 0,
consider the initial value problem

∂2u

∂t2
+ E(t, x, u, ∂u, f , ∂ f )u = F, in [0, T0] × Ω,

u = 0, in R− × Ω, (12)

where E satisfies the assumptions (E1)–(E4) and F (automatically) satisfies assump-
tions (g1)–(g2) of [1, Section 4]. Here, to conform with the notations in [1], we have
changed the meaning of u and f so that they are Cm functions on R × Ω. Also, we
let Hs = Ws,2(Ω,R), V = W 1,2

0 (Ω,R) and Xs = V ∩ Hs . In [1, Theorem 4.2], the
local in time existence was established for this abstract problem. In particular, for any
F ∈ Cm([0, T ] × Ω), there exists a T0 > 0 and a unique solution

u ∈
m⋂

k=0

Cm−k([0, T0]; Xm−k).

The proof of Theorem 5.2 of [1] follows from this result. Here, we claim that for fixed
T0 > 0, if F is sufficiently small, there exists a unique solution u of (12) as above and
‖u‖Cm ≤ C‖F‖Cm . The proof of the claim is based on modifying that of Theorem
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Nonlinear interaction of waves in elastodynamics and an inverse problem 773

4.2 of [1], which is essentially built upon Theorem 4.1 of [1] for a simplified version
of the problem (12) i.e.

∂2u

∂t2
+ A(u)u = F, in [0, T0] × Ω,

u = 0, in R− × Ω, (13)

where A satisfies the assumptions in Section 4 of [1]. To clearly indicate the modifi-
cations we need, we shall prove our claim for this problem.

For M, T > 0, we define a function space Z(M, T ) consisting of all functions w

satisfying

w ∈
m⋂

k=1

Wk,∞([0, T ]; Hm−k), ess-supt∈[0,T ]
3∑

k=0

‖w(t)‖2m−k ≤ M2.

For w ∈ Z(M, T0), consider the linearized problem

∂2u

∂t2
+ A(t, x, w)u = F, in [0, T0] × Ω,

u = 0, in R− × Ω. (14)

For this problem, Theorem 3.1 of [1] shows that there exists a unique solution u ∈⋂m
k=1 W

k,∞([0, T0]; Hm−k) with the estimate

m∑
k=0

‖u(t)‖2m−k ≤ C0N (T0)e
K0T0 , t ∈ [0, T0],

whereC0, K0 are positive constants depending only on the coefficient of the equation,
and

N (T0) = sup
t∈[0,T0]

m−2∑
k=0

‖F(t)‖2m−2−k .

We observe that N (T0) = O(ε2) if ‖F‖Cm ≤ ε. We denote by T the map which
maps w ∈ Z(M, T ) to the solution of (14). We let

M2
0 = 4N (T0)C0e

K0T0 = O(ε)

and choose ε sufficiently small so that T maps Z(M0, T0) into itself. Following the
rest of proof of [1, Theorem 4.1] especially equation (4.37), we see that the map is a
contraction if

CM0T0e
CM0T0 < 1.
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774 M. de Hoop et al.

We choose ε0 sufficiently small so this is true. This finishes the proof of the claim. This
implies the claim for system (12) which further concludes the proof of the theorem.

3 Microlocal analysis of the linearized system

We consider the initial boundary value problem for the linearized equation (7) recalled
below

Pu(t, x) = ∂2u(t, x)

∂t2
− ∇ · S̃(x, u(t, x)) = 0, (t, x) ∈ R × Ω,

u(t, x) = f (t, x), (t, x) ∈ R+ × ∂Ω,

u(t, x) = 0, (t, x) ∈ R− × Ω. (15)

where

S̃mn(x, u) = λ(x)
∂u j

∂x j
δmn + μ(x)

(
∂um
∂xn

+ ∂un
∂xm

)
.

Our goal is to construct boundary sources f so that the solution u has conormal type
singularities propagating into the region Ω. Such u will be called distorted plane
waves. We start with basic microlocal analysis for boundary value problems of the
linear system.

Let ξ = (ξ1, ξ2, ξ3) ∈ R
3 be the dual coordinate of x in T ∗

x Ω and we let
(t, x; τ, ξ) ∈ T ∗(R × Ω)\0 be the local coordinates. The Euclidean metric of R3 is
used to define inner product ξ · ξ,∀ξ ∈ R

3 and to identify tangent and co-tangent vec-
tors onR3. For a non-zero direction ξ ∈ R

3\0, we denote by π = π(ξ) = ξ ⊗ξ/(ξ ·ξ)

the orthogonal projection to ξ. From [6, Proposition 4.1], we know that P is a system
of real principal type (in the sense of Dencker [2]) with principal symbol

p = pS(Id−π) + pPπ,

where

pP/S(t, x, τ, ξ) = τ 2 − 〈ξ, ξ 〉P/S .

For μ > 0, we see from (9) that 0 < 〈ξ, ξ 〉S < 〈ξ, ξ 〉P , ξ ∈ R
3\0. It is well-known

that the system P can be decoupled as follows. We decompose u to the P/S modes as

uP = ΠPu = Δ−1∇(∇ · u) and uS = ΠSu = (Id−ΠP )u,

where ∇ = (∂x1, ∂x2 , ∂x3) is the gradient and Δ = ∑3
i=1 ∂2xi is the Laplacian.

Observe that the symbols of ΠP ,ΠS are σ(ΠP )(x, ξ) = π(ξ) and σ(ΠS)(x, ξ) =
Id−π(ξ), (x, ξ) ∈ T ∗

R
3. It follows from Taylor’s diagonalization method [21] (see

also [20, Lemma 2.1]) that Pu = 0 is equivalent to
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Nonlinear interaction of waves in elastodynamics and an inverse problem 775

∂2uP

∂t2
= [(λ + 2μ)Δ + B1]uP + R1u,

∂2uS

∂t2
= [μΔ + B2]uS + R2u, (16)

where B1, B2 are first order pseudo differential operators (denoted by Ψ 1(R3)) and
R1, R2 are smoothing operators. The boundary data f can be decomposed to f =
f P + f S so the system (7) is decoupled up to a smoothing term.
For the two symbols pP/S , the corresponding Hamiltonian vector fields are

HpP/S
= −2τ

∂

∂t
+

3∑
i=1

[
∂〈ξ, ξ 〉P/S

∂ξi

∂

∂xi
− ∂〈ξ, ξ 〉P/S

∂xi

∂

∂ξi

]
.

The integral curves on T ∗(R×Ω) are called bicharacteristics. For x ∈ ∂Ω, ξ ∈ T ∗
x Ω ,

we define the projection π∂ : T ∗
x (R× Ω) → T ∗

x (R× ∂Ω) by π∂(ξ) = ξ |T ∗
x (∂Ω). The

point γ = (t, x; τ, π∂(ξ)) ∈ T ∗(R× ∂Ω)\0 is called elliptic, hyperbolic or glancing
for P/S mode if the following quadratic equation in z

pP/S(t, x; τ, ξ − zν(x)) = 0

has no real roots, two distinct real roots or a double real roots, see [6, Section 4]. The
cotangent bundle T ∗(R × ∂Ω) is decomposed into elliptic regions EP/S , hyperbolic
regions HP/S and the glancing hypersurfaces GP/S for the P/S modes. Because of
the assumption that μ > 0, it is easy to see that ES ⊂ EP and HP ⊂ HS . We let
G = GP ∪GS . A simple real root z is called forward (backward) if the bicharacteristic
curve starting in direction ξ − zν enters R × Ω when time increases (decreases). We
denote by zP/S the forward real root or the complex root z with positive imaginary
part of pP/S(t, x, τ, ξ − zν) = 0, and we use ξP/S = ξ − zP/Sν(x).

Consider the displacement-to-traction map of the linear system (7), that is
Λlin( f ) = ν · S̃(u). We will see later in (18) that this is just the linearization of
the displacement-to-traction map for the nonlinear system (11). It is proved in [6,
Proposition 4.2] that Λlin is a first order pseudo-differential operator near every non-
glancing point γ ∈ T ∗(R × ∂Ω)\G .

For a Lagrangian submanifold Λ of T ∗M e.g. M = R × Ω , the Lagrangian dis-
tributions of order μ are denoted by Iμ(Λ), see [9] for the definition. Let K be a
codimension k submanifold of M . The conormal bundle N∗K = {(x, ζ ) ∈ T ∗M\0 :
x ∈ K , ζ |Tx K = 0} is a Lagrangian submanifold. The conormal distributions of order
μ to K are denoted by Iμ(N∗K ).

Now let K be a codimension one submanifold of R × ∂Ω (hence codimension
two in R × Ω). We use N∗

∂ K to denote the conormal bundle of K as a submanifold
of the boundary R × ∂Ω and N∗K the conormal bundle in R × Ω. We assume that
N∗

∂ K ∩ HP has an open interior and consider distributions f ∈ Iμ(N∗
∂ K ). Indeed,

we are interested in the singularities of f in the hyperbolic directions. We introduce
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ΛP
K = (R × Ω) ∩

⎛
⎝⋃

s≥0

exp sHpP
(N∗K ∩ ΣP )

⎞
⎠ ,

ΛS
K = (R × Ω) ∩

⎛
⎝⋃

s≥0

exp sHpS (N
∗K ∩ ΣS)

⎞
⎠ .

These are Lagrangian submanifolds of T ∗(R × Ω). Their projections to R × Ω are
geodesic flow out of N∗K with respect to the Lorentzian metrics −dt2 + gP/S .

Proposition 1 Let K , f be defined as above and u be the solution of (7)with boundary
source f . Let f = f P + f S and u = uP + uS. We have the following conclusions.

1. There exists (Fourier integral) operators QP/S
bdy such that uP/S = QP/S

bdy ( f P/S) ∈
Iμ−1/4(Λ

P/S
K ) are Lagrangian distributions.

2. Let (z, ζ ) ∈ T ∗(R×Ω) lie on the bicharacteristic strip of HpP/S
from (z0, ζ0,P/S)

for some (z0, ζ0) ∈ T ∗(R × ∂Ω). Then the principal symbols of uP/S and f P/S

are related by

σ(uP/S)(z, ζ ) = QP/S
bdy (z, ζ, z0, ζ0)σ ( f P/S)(z0, ζ0),

where QP/S
bdy are 3 × 3 invertible matrices and bdy stands for boundary value

problem.

Proof For simplicity, we use Z = R × Ω and Y = R × ∂Ω . Locally near Y , we can
make a change of variable to flat the boundary. Then the problem (7) is equivalent to
the Cauchy problem for the second order system Pu ∈ C∞(Z) with Cauchy data

Cu = (ρ0u, ρ0∇ · S̃(u)) = ( f ,Λlin( f )),

where ρ0 is the restriction operator to Y . In particular, ρ0 is an Fourier integral operator
in I 1/4(Z ,Y ; R0), where the canonical relation

R0 = {((z0, ζ0), (z, ζ )) ∈ (T ∗Y × T ∗Z)\0 : z0 = z, ζ0 = π∂(ζ ) = ζ |T ∗
z0
Y },

see [3, Section 5.1]. According to [3, Theorem 5.2.1], there exist Fourier integral
operators Q0 ∈ I−1/4(Z ,Y ;C0) and Q1 ∈ I−1−1/4(Z ,Y ;C0) which are maps
E ′(Y ) → D ′(Z) such that

PQi ∈ C∞(Z), ρ0Q j = δ0 j , ρ0ΛQ j = δ1 j , i, j = 0, 1,

where C0 is the canonical relation

{((z, ζ ), (z0, ζ0)) : (z, ζ ) ∈ T ∗Z is on the bicharacteristic strip of p through some

(z0, ζ̂ ) ∈ T ∗Z such that π∂(ζ̂ ) = ζ0, for (z0, ζ0) ∈ T ∗Y }.
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Suppose that f ∈ Iμ(N∗
∂ K ) is conormal. By the composition of Fourier integral

operators (see e.g. [9]), we have Q0 f ∈ Iμ−1/4(ΛK ), Q1 f ∈ Iμ−1−1/4(ΛK ). So the
solution u = Q0 f + Q1 f ∈ Iμ−1/4(ΛK ). Suppose that ((z, ζ ), (z0, ζ0)) ∈ C0, then
the principal symbol

σ(u)(z, ζ ) = σ(Q0)(z, ζ, z0, ζ0)σ ( f )(z0, ζ0),

where Q0 is invertible. Finally, we apply these arguments to the decoupled system
and let QP/S

bdy = QP/S
0 + QP/S

1 ∈ I−1/4(Z ,Y ;CP/S
0 ) where

CP/S
0 = {((z, ζ ), (z0, ζ0)) : (z, ζ ) ∈ T ∗Z ∩ ΣP/S is on the bicharacteristic strip of

pP/S through some (z0, ζ̂ ) ∈ T ∗Z ∩ ΣP/S such that π∂(ζ̂ ) = ζ0, for (z0, ζ0) ∈ T ∗Y }.

This completes the proof.

At last, we use the proposition to construct distorted plane waves. Let γ0 =
(t0, x0, τ0, ξ0) ∈ T ∗(R × ∂Ω)\G , t0 > 0, x0 ∈ ∂Ω be a hyperbolic point in
HP ⊂ HS . We let K0 be a codimension one submanifold of R × ∂Ω so that
γ0 ∈ N∗

∂ K0. For δ > 0 sufficiently small, we define

K (γ0; δ) = K0 ∩ {(t, x) ∈ R × ∂Ω : |t − t0| < δ, dist(x, x0) < δ},

which is a small neighborhood of (t0, x0) contained in K0. Then Γ0(δ)
.= N∗

∂ K (γ0; δ)

is a small open neighborhood of γ0 and Γ0(δ) ∩ HP �= ∅. As δ → 0, the set Γ0(δ)

tends to the vector γ0. Nowwe consider their flow out under the Hamilton vector fields
of pP/S

ΛP (γ0; δ) =
⋃
s≥0

exp sHpP
(N∗K (γ0; δ) ∩ ΣP ),

ΛS(γ0; δ) =
⋃
s≥0

exp sHpS (N
∗K (γ0; δ) ∩ ΣS).

which are Lagrangian submanifolds of T ∗(R × Ω). As δ → 0, they tend to the
forward bicharacteristics corresponding to γ

P/S
0 = (t0, x0, τ0, ξ0,P/S). By our non-

conjugate point assumption, we know that the projections of Λ
P/S
0 to R × Ω should

be co-dimension one submanifolds P0,S0. So we have

ΛP (γ0; δ) = N∗P0, ΛS(γ0; δ) = N∗S0.

Also, as δ → 0, P0 tends to the geodesic of the metric −dt2 + gP from γ P
0 and S0

tends to the geodesic of the metric−dt2+gS from γ S
0 . For f ∈ Iμ+1/4(N∗

∂ K (γ0; δ)),
the solution u of (7) satisfies u = uP + uS, uP ∈ Iμ(N∗P0), uS ∈ Iμ(N∗S0),
which is called a distorted plane wave. See Fig. 1. We see that for δ small, the singular
supports of uP/S are close to the corresponding geodesics from γ

P/S
0 .
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Fig. 1 Construction of distorted
plane waves

Ω

∂Ω

R× ∂Ω

γ0

K(γ0; δ)

P0

S0

4 The nonlinear interaction

4.1 Construction of sources

We consider the nonlinear effects in this section. First, we construct two distorted
plane waves.

Definition 1 Let γ1, γ2 ∈ T ∗(R+ × ∂Ω)\G be hyperbolic points and construct two
sources f (1) ∈ Iμ+1/4(N∗

∂ K (γ1; δ)) and f (2) ∈ Iμ+1/4(N∗
∂ K (γ2; δ)) with μ <

−23/4 as in the end of Sect. 3. The corresponding distorted plane waves are denoted
by u(1), u(2). We write

u(•) = u(•),S + u(•),P , • = 1, 2,

such that

u(•),P ∈ Iμ(ΛP (γ•; δ)) = Iμ(N∗P•),
u(•),S ∈ Iμ(ΛS(γ•; δ)) = Iμ(N∗S•).

Here,P•,S• are codimension one submanifolds ofR×Ω.Weassume thatPi∩Si =
∅, i = 1, 2, (i.e. no self-interactions) and that

P1 ∩ P2 = ZPP , S1 ∩ S2 = ZSS, P1 ∩ S2 = ZPS, S1 ∩ P2 = ZSP ,

where the above intersections are either empty or transversal so theZ• are codimension
two submanifolds.

We would like to construct a source f = ε1 f (1) + ε2 f (2) for two small parameters
ε1, ε2 > 0 so that the linearized solutions are distorted plane waves. In general, this
might lead to reflections of the waves at the boundary and it becomes difficult to
determine the nonlinear responses. Therefore, we proceed as follows.
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Proposition 2 For f (1), f (2), u(1), u(2) in Definition 1 and ε1, ε2 sufficiently small,
there exists fε ∈ C2(R × ∂Ω) supported in R+ × ∂Ω so that the solution uε of (6)
has the expansion

uε = ε1u
(1) + ε2u

(2) + ε21u
(11) + ε22u

(22) + ε1ε2u
(12) + o(ε21) + o(ε22), (17)

where u(•), • = 11, 12, 22 are determined by u(1), u(2) through (8).

In the expansion (17), we let v = ε1u(1) + ε2u(2) and call it the linear response.
The terms u(11), u(22) and u(12) are called nonlinear responses. We are particularly
interested in u(12) as we shall show below that it contains new singularities which
do not belong to the linear response. The point of the proposition is revealed in the
displacement-to-traction map Λ. We have

∂εi Λ( fε)|εi=0 = ν · S̃(u(i))|R×∂Ω = Λlin( f
(i)), i = 1, 2, (18)

and

∂ε1∂ε2Λ( fε)|ε1=ε2=0 = ν · S̃(u(12))|R×∂Ω + ν · (∇ · G (u(1), u(2)))|R×∂Ω, (19)

where G (·, ·) is the quadratic term in (8), see also (22).

Proof of Proposition 2 For ε1, ε2 > 0, we take

fε = ε1u
(1)|R×∂Ω + ε2u

(2)|R×∂Ω + fε2 ,

where f̃ε2 consists of higher order terms in ε1, ε2 and is to be specified below. From
the finite speed of propagation for the linear system, we see that fε = ε1 f (1) + ε2 f (2)

modulo higher order terms in a sufficiently small neighborhoodofγ1, γ2.Nowconsider
the regularity. Recall that for a codimension k submanifold K of M of dimension n,
we have

Iμ(N∗K ) ⊂ Hs(M) ⊂ Cr (M), (20)

where s < −μ−n/4 and r < s−n/2. We should takeμ < −9/2 so that f (1), f (2) ∈
C2(R× ∂Ω). We apply Theorem 2. For any T0 > 0, there exists ε0 > 0 such that for
ε1, ε2 < ε0, there exists a unique solution uε of (11) with boundary source fε such
that

uε ∈ E2(R × Ω)
.=

2⋂
k=0

Ck([0, T0]; H2−k(Ω)) ⊂ H2(R × Ω)

and we have the asymptotic expansion (17) in which the remainder terms are also in
E2(R×Ω). Nowwe need more regularity so that uε ∈ C2(R×Ω). Thus, we demand
that in (20) s = 5 and μ < −5 − 3/4 = −23/4. Then we let
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fε2 = [ε21u(11) + ε22u
(22) + ε1ε2u

(12)]|R×∂Ω + fε3 ,

where fε3 ∈ C2(R × ∂Ω) and fε3 = o(ε21) + o(ε22). We see that fε3 will not affect
the terms in the asymptotic expansion (17). This finishes the proof.

We remark that since we will only concern γ1, γ2 so the corresponding bicharac-
teristics do not meet at the boundary, the wave front of ν · (∇ ·G (u(1), u(2)))|R×∂Ω in
(19) will be contained in that of u(1) and u(2). Thus it suffices to find the singularities
of ν · S̃(u(12))|R×∂Ω in u(12) which we do next.

4.2 Generation of the nonlinear response

Among all the nonlinear terms in (6), we only consider the quadratic terms in S(u),
denoted by G(u, u) where

Gmn(u, w) = λ̃e j j
∂wm

∂xn
+ 1

2
λ

(
∂uk
∂x j

) (
∂wk

∂x j

)
δmn + 2μẽn j

∂wm

∂x j
+ μ

∂uk
∂xm

∂wk

∂xn

+ Aẽmj f̃n j + B(2ẽ j j f̃mn + ẽi j f̃i jδmn) + Cẽii f̃ j jδmn, (21)

where f̃mn = 1
2

(
∂wm

∂xn
+ ∂wn

∂xm

)
. Because G(u, w) is not symmetric, we let

G (u, w) = G(u, w) + G(w, u).

Then we see that for v = ε1u(1) + ε2u(2),

G(v, v) = ε21
1

2
G (u(1), u(1)) + ε22

1

2
G (u(2), u(2)) + ε1ε2G (u(1), u(2)).

Thus u(12) is the solution of

Pu(12) = ∂2u(12)

∂t2
− ∇ · S̃(u(12)) = ∇ · G (u(1), u(2)) (22)

with zero initial and boundary conditions. This is the precise form of the Eq. (8). If we
choose the parameter δ in the distorted plane waves sufficiently small, G (u(1), u(2)) is
compactly supported inR+ ×Ω . Thus by the finite speed of propagation, we can treat
(22) as a source problem onR×R

3 before the waves reaches the boundary. Although
this is not necessary for our proof, it is worth mentioning that in [18] Rachele showed
the determination of λ,μ and their normal derivatives to any order on the boundary
R × ∂Ω from Λlin . Thus one can ignore the boundary and extend the system (22) to
R × R

3. Because of the P/S decomposition, we have

G (u(1), u(2))

= G (u(1),P , u(2),P ) + G (u(1),P , u(2),S) + G (u(1),S, u(2),P ) + G (u(1),S, u(2),S)

= G PP + G PS + G SP + G SS,
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Nonlinear interaction of waves in elastodynamics and an inverse problem 781

where the G • in the second line corresponds to the four terms in the first line.
These terms represent the P–P interactions, P–S interactions, S–P interactions and
S–S interactions. Their singularities can be described using the notion of paired
Lagrangian distributions. Let M be an n-dimensional smooth manifold. For two
Lagrangians Λ0,Λ1 ⊂ T ∗M intersecting cleanly at a co-dimension k submanifold
i.e. TqΛ0∩TqΛ1 = Tq(Λ0∩Λ1), ∀q ∈ Λ0∩Λ1, the paired Lagrangian distribution
associated with (Λ0,Λ1) is denoted by I p,l(Λ0,Λ1). The wave front sets of such
distributions are contained in Λ0 ∪ Λ1. We refer the reader to [5,15] for the precise
definition and properties.

Now consider GPP and assume ZPP �= ∅. From [22, Lemma 4.1], we know that
the components of ∇u(•),P are in Iμ+1(ΛP• ), • = 1, 2. Then we can apply [5, Lemma
2.1] to get

GPP ∈ Iμ+1,μ+2(N∗ZPP , N∗P1) + Iμ+1,μ+2(N∗ZPP , N∗P2).

Using [22, Lemma 4.1] again, we get

∇ · GPP ∈ Iμ+2,μ+2(N∗ZPP , N∗P1) + Iμ+2,μ+2(N∗ZPP , N∗P2).

The wave front set of G PP is contained in the union of N∗ZPP and N∗P1, N∗P2.
For the propagation of the nonlinear response, we are interested in the co-vectors of
N∗ZPP which are also in ΣP or ΣS .

Lemma 1 Suppose that P1 intersect P2 transversally at ZPP �= ∅. Then
1. (N∗ZPP\(N∗P1 ∪ N∗P2)) ∩ ΣP = ∅.
2. For any p ∈ ZPP , there are two linearly independent vectors ζ+, ζ− ∈ ΣS ∩

N∗ZPP at p.

Proof We remark that (1) is a known fact, but we give an elementary proof below for
completeness. Let p = (t, x) ∈ ZPP and ζ (1) ∈ N∗

pP1, ζ
(2) ∈ N∗

pP2. We write

ζ (i) = (τ i , ξ i ), τ i ∈ R, ξ i ∈ R
3, i = 1, 2. Then we have

(τ i )2 = (λ + 2μ)|ξ i |2, i = 1, 2.

Now consider vectors ζ = aζ (1) + bζ (2) ∈ N∗ZPP , a, b ∈ R. Without loss of
generality, we assume that a �= 0 and rescale the vectors so that |ξ (•)| = 1 and a = 1.
If ζ ∈ ΣP , we have

(τ 1 + bτ 2)2 = (λ + 2μ)|ξ1 + bξ2|2 ⇒ b(1 − ξ1 · ξ2) = 0.

Because ξ1 · ξ2 �= 0, we conclude that b = 0 which implies ζ = ζ (1). If ζ ∈ ΣS , we
must have

(τ 1 + bτ 2)2 = μ|ξ1 + bξ2|2
⇒ (λ + μ)b2 + 2((2μ + λ) − μξ1 · ξ2))b + (λ + μ) = 0.
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Because we assumed λ + μ > 0, the equation above is quadratic and the determinant
is positive if ξ1 · ξ2 �= 1, which is automatically true by the transversal intersection
assumption. In this case, we get two real distinct roots b+, b− and two co-vectors in
ΣS ∩ N∗ZPP

ζ+ = ζ (1) + b+ζ (2), ζ− = ζ (1) + b−ζ (2).

Similarly, we have

Lemma 2 Assume that P1 intersects S2 transversally at ZPS �= ∅. Then

∇ · GPS ∈ Iμ+2,μ+2(N∗ZPS, N
∗P1) + Iμ+2,μ+2(N∗ZPS, N

∗S2).

For any p ∈ ZPS, there exists a unique ζ+ ∈ ΣP\N∗P1 and ζ− ∈ ΣS\N∗S2 at p.
The same conclusion holds for GSP .

Proof Let (t, x) ∈ ZPS and ζ (1) ∈ N∗P1, ζ
(2) ∈ N∗S2. We write ζ (i) =

(τ i , ξ i ), ξ i ∈ R
3, |ξ i | = 1, i = 1, 2. Then we have

(τ 1)2 = (λ + 2μ)|ξ1|2, (τ 2)2 = μ|ξ2|2.

Now consider vectors ζ = ζ (1) + bζ (2) ∈ N∗ZPS, b ∈ R. If ζ ∈ ΣP , we must have

(τ 1 + bτ 2)2 = (λ + 2μ)|ξ1 + bξ2|2
⇒ b2(λ + μ) + 2b(ξ1 · ξ2(λ + 2μ) − √

μ(λ + 2μ)) = 0.

The equation has two real solutions. One is b = 0 corresponding to the P vector ζ (1)

and bP �= 0 corresponding to a new vector in ΣP . Now consider the vector ζ in ΣS .

We arrive at the equation

(τ 1 + bτ 2)2 = μ|ξ1 + bξ2|2
⇒ 2b(

√
(λ + 2μ)μ − μξ1 · ξ2) + (λ + μ) = 0.

Sowe get one non-trivial solution bS . Thus, we conclude that N∗ZPS has one P vector
and one S vector. Similar conclusion holds for G SP .

Finally, we have

Lemma 3 Assume that S1 intersects S2 transversally at ZSS �= ∅. Then

∇ · GSS ∈ Iμ+2,μ+2(N∗ZSS, N
∗S1) + Iμ+2,μ+2(N∗ZSS, N

∗S2), and

1. (N∗ZSS\(N∗S1 ∪ N∗S2)) ∩ ΣS = ∅.
2. For p ∈ ZSS, there are two linearly independent vectors ζ+, ζ− ∈ N∗ZSS ∩ ΣP

if the following interaction condition holds:

for ζ i = (τ i , ξ i ) ∈ N∗
pSi , i = 1, 2, we have cos(ξ1, ξ2) <

−λ

λ + 2μ
. (I)
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Proof Let (t, x) ∈ ZSS and ζ (1) ∈ N∗S1, ζ
(2) ∈ N∗S2. We write ζ (i) =

(τ i , ξ i ), ξ i ∈ R
3, i = 1, 2 so that |ξ i | = 1. We have (τ i )2 = μ|ξ i |2 = μ, i = 1, 2.

Now consider vectors ζ = ζ (1) + bζ (2) ∈ N∗S12, b ∈ R. If ζ ∈ ΣS , we must have

(τ 1 + bτ 2)2 = (λ + 2μ)|ξ1 + bξ2|2
⇒ (λ + μ)b2 + 2((λ + 2μ)ξ1 · ξ2 − μ)b + (λ + μ) = 0. (23)

The equation has two distinct real roots b± if

ξ1 · ξ2 <
−λ

λ + 2μ
.

In this case, we get two P vectors in N∗ZSS .

We remark that by our assumptionλ+μ > 0, μ > 0,we have−λ/(λ+2μ) ∈ (−1, 0).
Thus one can find ζ 1, ζ 2 at p ∈ ZSS so that the interaction condition holds.

Next, let’s recall the microlocal parametrix for Pu = f on R × R
3. Let Diag =

{(z, z′) ∈ R
4 × R

4 : z = z′} be the diagonal of the product space and N∗Diag be
the conormal bundle minus the zero section. We regard the symbols pP/S(z, ζ ) as
functions on the product space. Then we denote by ΛP ,ΛS the flow out of N∗Diag
under HpP

, HpS . So ΛP/S are Lagrangian submanifolds of T ∗(R4 × R
4). We know

that the system P is decomposed to the diagonal form. So according to [15], there
exits a distribution

Qsour = QP
sour + QS

sour ,

QP
sour ∈ I− 3

2 ,− 1
2 (N∗Diag,ΛP ), QS

sour ∈ I− 3
2 ,− 1

2 (N∗Diag,ΛS)

such that PQsour = Id up to a smoothing term. Here, the subscript sour stands for
the source problem. In the following, we denote

ΛPPS = ΛS ◦ N∗ZPP , ΛSSP = ΛP ◦ N∗ZSS,

ΛPSP = ΛP ◦ N∗ZPS, ΛPSS = ΛS ◦ N∗ZPS,

ΛSPP = ΛP ◦ N∗ZSP , ΛSPS = ΛS ◦ N∗ZSP .

Again, because of the no conjugate point assumption, these are conormal bundles. In
fact, Λ• = N∗Z•, • = PPS, SSP, PSP, PSS, SPP, SPS whereZ• are codimen-
sion one submanifolds of R × Ω.

Theorem 3 Suppose u(1), u(2) are distorted plane waves in Definition1.

1. The solution to (8) can be decomposed as

u(12) = uPPS + uPSP + uPSS + uSPP + uSPS + uSSP ,
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such that microlocally away from ΛP
1 ∪ ΛP

2 ∪ ΛS
1 ∪ ΛS

2 , we have

u• ∈ I 2μ+ 5
2 (Λ•), • = PPS, PSP, PSS, SPP, SPS, SSP.

Moreover, uSSP is smoothonΛSSP unlessS1,S2 satisfy the interaction condition.
2. If Z• intersect R × ∂Ω transversally at Y•, then

∂ε1∂ε2Λ( fε) ∈ I 2μ+ 9
4 (N∗

∂ Y•)

are conormal distributions.
3. Consider the symbol at Y• = YPPS . Let (z0, ζ0) ∈ T ∗Z and the bicharac-

teristic from (z0, ζ0) intersect T ∗Y transversally. Let (z, ζ ) = ΛP (z0, ζ0) and
(z|, ζ|) = R0(z, ζ ) with R0 the canonical relation of the restriction operator. Then
the principal symbol satisfies

σ(∂ε1∂ε2Λ( fε))(z|, ζ|) = σ(ρ0)(z|, ζ|, z, ζ )QS
sour (z, ζ, z0, ζ0)σ (∇ · G PP )(z0, ζ0),

where QS
sour and σ(ρ0) are 3× 3 invertible matrices. Similar statements hold for

Y•, • = PSP, PSS, SPP, SPS, SSP.

Proof We analyze uPPS and the others are similar. We know that away fromΛP
1 ,ΛP

2 ,∇ · G PP ∈ I 2μ−2(N∗ZPP ). Because N∗ZPP intersect ΣS transversally, we can
apply Proposition 2.2 of [5] to get

uPPS = QS(∇ · G PP ) ∈ Iμ+2+μ+2− 3
2 ,− 1

2 (N∗ZPP ,ΛPPS)

modulo a distribution whose wave front set is contained in a neighborhood ofΛP
1 ,ΛP

2 .

Thus, away from ZPP , uPPS ∈ I 2μ+ 5
2 (ΛPPS).

Next, if ΛPPS intersect the boundary Y transversally, we see that ∂ε1∂ε2Λ( fε) =
ρ0(uPPS) near the intersection. By the composition of FIOs, we know the term is a
conormal distribution with order −1/4 less than that of uPPS .

We remark that becauseZ• are of codimensionone, the singularities of the nonlinear
response u• above are of the same type as a distorted plane wave, see Fig. 2. Also,
if ∂Ω is strictly convex with respect to gP/S, the intersection of Z• and R × ∂Ω is
transversal. We also remark that uPPS can be regarded as consisting of two waves in
view of Lemma 1. The same is true for uSSP in view of Lemma 3.

4.3 Symbols of the nonlinear responses

We determine the symbol of the interaction terms and show that they are not always
vanishing. This would confirm the generation of new waves. Roughly, there are three
kinds of interactions so we split the section to three subsections.
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u(1),P

u(2),P

u(12)

f (2),P

f (1),P

u(12)

Fig. 2 Illustration of the interaction of two P waves. The picture is in R
3. The white ellipses show the

evolution of the singular supports of two P waves for different time t > 0 along the two paths. The gray
ellipses show the generation and evolution of the wave fronts of the generated S wave

Fig. 3 The interaction plane for
P–P wave interactions

ξ(1)

ξ(2)

ξ

ξV

α

ψ

ξH

4.3.1 P–P interactions

We take u(•),P ∈ Iμ(ΛP• ), • = 1, 2, and consider the singularities of G PP . For ease
of calculation, we introduce some quantities for the interaction. Let z ∈ P1 ∩ P2
and (z, ζ 1) ∈ ΛP

1 , (z, ζ 2) ∈ ΛP
2 . Assume that ζ = ζ 1 + ζ 2 ∈ ΣS . Let ζ • =

(τ •, ξ•), ξ• ∈ R
3, • = 1, 2. We call the plane determined by ξ1, ξ2 the interaction

plane. Then ξ = ξ1 + ξ2. Because we consider the S wave, we let ξ H be a unit vector
in the interaction plane perpendicular to ξ and ξV be a unit vector orthogonal to the
interaction plane. We define the angles α,ψ through

ξ1 · ξ2 = |ξ1||ξ2| cosα, ξ · ξ2 = |ξ ||ξ2| cosψ.

See Fig. 3. The angles α,ψ and the relations have been used in the literatures (e.g.
[11]) and they are physically useful.

We consider the term G (u(1),P , u(2),P ). The symbol of u(•),P at (z, ζ •) ∈ ΛP• is
the projection of σ(u(•))(z, ζ •) by σ(ΠP ) at z along the ξ•, • = 1, 2 direction. Thus
we can write σ(u(•),P )(z, ζ •) = a•ξ• for some constant a•. Then consider
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ẽ•
mn = 1

2

(
∂u(•),P

m

∂xn
+ ∂u(•),P

n

∂xm

)
∈ Iμ+1(ΛP• ), • = 1, 2.

The corresponding symbol of ẽ• is

U • = ıa•ξ•,T ξ•, • = 1, 2.

Here, ı2 = −1 and ξ• are regarded as row vectors hence ξ•,T ξ• are 3 × 3 symmetric
matrices. Let ζ = ζ 1 + ζ 2. We denote the principal symbol of G (u(1),P , u(2),P ) ∈
Iμ+1(N∗ZPP ) at (z, ζ ) ∈ N∗ZPP ∩ΣS by g(z, ζ ). We recall the symbol calculation
from [13, Lemma 3.3]. For u(•),P ∈ Iμ(N∗P•), consider the principal symbol of
u(1),Pu(2),P ∈ I 2μ+3(N∗ZPP\N∗P1 ∪ N∗P2) in local coordinates of p ∈ ZPP .
For ζ = ζ1 + ζ2 ∈ N∗ZPP with ζ• ∈ N∗P•, we have

σ(u(1),Pu(2),P )(z, ζ ) = σ(u(1),P )(z, ζ1)σ (u(2),P )(z, ζ2).

Here, we absorbed the (2π)−1 factor in [13, Lemma 3.3] to the symbols. Then we use
[22, Lemma 4.1] and the expression (24) of G(u, u) to get

− gmn = λU 1
j jU

2
mn + λU 2

j jU
1
mn + λU 1

k jU
2
k jδmn

+ 2μU 1
njU

2
mj + μU 1

kmU
2
kn + 2μU 2

njU
1
mj + μU 2

kmU
1
kn

+ A[U 1
mjU

2
nj +U 2

mjU
1
nj ] + B(2U 1

j jU
2
mn + 2U 2

j jU
1
mn

+ 2U 1
i jU

2
i jδmn) + C2U 1

i iU
2
j jδmn

= (λ + 2B)a1a2[|ξ1|2ξ2mξ2n + |ξ2|2ξ1mξ1n + (ξ1 · ξ2)2δmn]
+ (A + 3μ)a1a2[ξ1mξ1k ξ2k ξ2n + ξ2mξ2k ξ1k ξ1n ] + 2Ca1a2|ξ1|2|ξ2|2δmn . (24)

(The negative sign is due to the symbol of two derivatives.) Then we get

h(z, ζ ) = σ(∇ · G (u(1),P , u(2),P ))(z, ζ ) = ıg(z, ζ )ξ.

Because we consider the S wave propagation, we project the symbol h along the ξ H

and ξV directions, which are denoted by hSH ,hSV respectively. Then the symbol hS•
are

|ξ•|−2(ξ•g(z, ζ )ξ)ξ• = (ξ•
mgmnξn)ξ

•, • = V , H . (25)

We first compute the symbol hSV :

ıhSV (z, ζ ) = (λ + 2B)a1a2[|ξ1|2(ξV · ξ2)(ξ2 · ξ) + |ξ2|2(ξV · ξ1)(ξ1 · ξ)]ξV
+ (3μ + A)a1a2[(ξV · ξ1)(ξ1 · ξ2)(ξ2 · ξ)

+ (ξV · ξ2)(ξ2 · ξ2)(ξ1 · ξ)]ξV = 0,
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because of ξV is perpendicular to the interaction plane. Next we consider the symbol
hSH :

ıhSH (z, ζ ) = (λ + 2B)a1a2[|ξ1|2((ξH · ξ2)(ξ2 · ξ) + |ξ2|2(ξH · ξ1)(ξ1 · ξ)

+ (ξ1 · ξ2)2(ξH · ξ)]ξH
+ (3μ + A)a1a2[(ξH · ξ1)(ξ1 · ξ2)(ξ2 · ξ) + (ξH · ξ2)(ξ2 · ξ1)(ξ1 · ξ)]ξH
+ 2Ca1a2|ξ1|2|ξ2|2(ξH · ξ)ξH

= a1a2|ξ1|2|ξ2|2|ξ |[(λ + 2B)(sinψ cosψ − sin(α − ψ) cos(α − ψ))

+ (A + 3μ)(− sin(α − ψ) cosα cosψ + sinψ cosα cos(α − ψ))]ξH .

Using trigonometry identities, we obtain that

hSH (z, ζ ) = −ıa1a2|ξ1|2|ξ2|2|ξ |(λ + 3μ + A + 2B) cosα sin(2ψ − α)ξ H .

If λ + 3μ + A + 2B �= 0, this is non-vanishing for (ψ, α) in any open set of (0, π)2.
In this sense, we call the symbol generically non-vanishing. We also observe that in
the principal symbol of G PP the information of C(x) is lost.

4.3.2 P–S interactions

Consider the term G PS = G (u(1),P , u(2),S). The analysis for G SP is the same. For
simplicity, we let u(1) = u(1),P and u(2) = u(2),S . For the principal symbol of u(2),S

at (z, ζ ) = (t, x; τ, ξ) ∈ ΛS , we observe that

σ (̃e(2)
i i )(z, ζ ) =

3∑
i=1

ξi
|ξ2|δil − ξiξl

|ξ |2 ıσ(u(2),S
l ) = 0.

(Another way to see this is that the S component of u is divergence free.) This type
of term appears in Cẽii ẽ j jδmn of G(u, u) so C(x) does not appear in the symbols for
interactions involving S waves. Therefore, before we compute the symbols explicitly,
we proved

Proposition 3 For the two distorted plane waves u(1), u(2) in Definition1, the
principal symbols of the corresponding terms G •, • = PP, PS, SP, SS are
independent of C(x). So are the symbols of the nonlinear responses u•, • =
PPS, PSP, PSS, SPS, SPP, SSP.

Now we proceed to determine the principal symbol of G PS . We again introduce
the interaction plane to simplify the calculation, see Fig. 4. Let z ∈ P1 ∩ S2 and
(z, ζ 1) ∈ ΛP

1 , (z, ζ 2) ∈ ΛS
2 . Let ζ i = (τ i , ξ i ), i = 1, 2 as before. We call the plane

determined by ξ1, ξ2 the interaction plane. Let ξ H be a unit vector in the interaction
plane orthogonal to ξ2. Then let ξV be a unit vector orthogonal to the interaction plane.

We first consider the P mode of G PS . Assume that ζ P = ζ 1 + ζ 2 ∈ ΣP and let
ζ = (τ P , ξ P ). We define the angles α,ψ through

ξ1 · ξ2 = |ξ1||ξ2| cosα, ξ · ξ P = |ξ ||ξ P | cosψ,
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ξ(1),P

ξ(2),S

ξP

ξV

α

ψ

ξH

ξ(1),P

ξ(2),S

ξS

ξV

α

ψ

ξH ξSH

Fig. 4 The interaction plane for P–S wave interactions. Left: picture for the P mode. Right: picture for the
S mode

see the left figure of Fig. 4. Now we can express the principal symbols of u(1), u(2)

in terms of these quantities. We let σ(u(1),P )(z, ζ 1) = aξ1 for some constant a and
we decompose σ(u(2),S)(z, ζ 2) = bH ξ H + bV ξV for some constants b•. We let
U 1 = aξ1,T ξ1 so that the principal symbol of ẽ1 is ıU 1. Next we let

Wmn = ξ2n (bH ξ H
m + bV ξV

m ) = ξ2n bH ξ H
m + ξ2n bV ξV

m = WH
mn + WV

mn

corresponding to the H, V decomposition. We observe that the principal symbol

σ(
∂u(2),S

m

∂xn
) is ıWmn . Now we define

U 2 = 1

2
(W + WT ) = 1

2
ξ2,T (bH ξ H + bV ξV ) + 1

2
(bH ξ H ,T + bV ξV ,T )ξ2

= 1

2
bH (ξ2,T ξ H + ξ H ,T ξ2) + 1

2
bV (ξ2,T ξV + ξV ,T ξ2) = UH +UV ,

whereUH ,UV are defined by the second line. So the principal symbol of ẽ(2) is ıU 2.

We remark that the U matrices are symmetric but W matrices are not. Because of the
H, V decomposition, we will write σ(G PS)(z, ζ ) = gH + gV where g•, • = H , V
are defined as

− g•
mn = λU 1

j jW
•
mn + λU 1

k jW
•
k jδmn + 2μU 1

njW
•
mj + μU 1

kmW
•
kn + 2μU •

njU
1
mj

+μW •
kmU

1
kn + A[U 1

mjU
•
nj +U •

mjU
1
nj ] + B(2U 1

j jU
•
mn + 2U 1

i jU
•
i jδmn)

= λab•(|ξ1|2ξ•
mξ2n + ξ1k ξ1j ξ

•
k ξ2j δmn)

+ 2μab•ξ1n ξ1j ξ
•
mξ2j + μab•ξ1k ξ1mξ•

k ξ2n + μab•(ξ•
n ξ2j + ξ•

j ξ
2
n )ξ1mξ1j

+μab•ξ•
k ξ2mξ1k ξ1n + Aab•

1

2
[ξ1mξ1j (ξ

•
n ξ2j + ξ•

j ξ
2
n ) + (ξ•

mξ2j + ξ•
j ξ

2
m)ξ1n ξ1j ]

+ Bab•(|ξ1|2(ξ•
mξ2n + ξ•

n ξ2m) + ξ1i ξ1j (ξ
•
i ξ2j + ξ•

j ξ
2
i )δmn). (26)

Then we get

h(z, ζ ) = σ(∇ · G (u1,P , u2,S))(z, ζ ) = ı(gH (z, ζ ) + gV (z, ζ ))ξ P .
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Finally, we project the symbol to ξ P direction to get the symbol of the P mode:

h•P = |ξ P |−2(ξ Pg•(z, ζ )ξ P )ξ P , • = H , V .

We compute

ıhHP (z, ζ )

= |ξ P |−2abH (λ + 2B)[|ξ1|2(ξ P · ξ2)(ξ P · ξH ) + (ξ1 · ξ2)(ξ1 · ξH )|ξ P |2]ξ P
+|ξ P |−2abH (3μ + A)[(ξ P · ξ2)(ξ1 · ξ P )(ξ1 · ξH ) + (ξ P · ξH )(ξ1 · ξ P )(ξ1 · ξ2)]ξ P

= abH |ξ1|2|ξ2||ξH |[(λ + 2B)(− cosψ sinψ − cosα sin α)

+(A + 3μ)(− cosψ cos(α − ψ) sin α − sinψ cos(α − ψ) cosα)]ξ P .

We observe that

− cosψ cos(α − ψ) sin α − sinψ cos(α − ψ) cosα = − cos(α − ψ) sin(α + ψ)

= − cosψ sinψ − cosα sin α.

Thus we have

hHP (z, ζ ) = ıabH |ξ1|2|ξ2|(λ + 2B + A + 3μ) cos(α − ψ) sin(α + ψ)ξ P .

This term is generically non-vanishing when λ + 2B + A + 3μ �= 0.
Next, consider the interactions with the V components of u(2),S .

ıhV P (z, ζ )

= |ξ P |−2abV (λ + 2B)[|ξ1|2(ξ P · ξ2)(ξ P · ξV ) + (ξ1 · ξ2)(ξ1 · ξV )|ξ P |2]ξ P

+|ξ P |−2abV (3μ + A)[(ξ P · ξ2)(ξ1 · ξ P)(ξ1 · ξV )

+(ξ P · ξV )(ξ1 · ξ P)(ξ1 · ξ2)]ξ P = 0.

Thus we conclude that the symbol of uPSP at (z, ζ ) is given by hHP and the term is
generically non-vanishing.

It remains to consider the generation of S mode from the P–S interaction. In this
case, we let ξ = ξ S and ξ SH be the unit vector in the interaction plane orthogonal to
ξ S . We decompose u to the plane determined by ξ SH and ξV , see the right picture of
Fig. 4. The computation of g is the same as (27) and we have the symbol of G PS

h(z, ζ ) = σ(∇ · G (u(1),P , u(2),S))(z, ζ ) = ı(gH (z, ζ ) + gV (z, ζ ))ξ S .

We project the symbol to ξ∗, ∗ = V , SH directions to get the symbol of the S mode:

h•∗ = |ξ∗|−2ı(ξ∗g•(z, ζ )ξ S)ξ∗, • = V , H , ∗ = V , SH .
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We compute

ıh•∗(z, ζ )

= ab•λ[|ξ1|2(ξ∗ · ξ•)(ξ2 · ξ S) + (ξ1 · ξ•)(ξ1 · ξ2)(ξ∗ · ξ S)]ξ∗

+2μab•(ξ∗ · ξ•)(ξ1 · ξ2)(ξ1 · ξ S)ξ∗ + μab•(ξ1 · ξ∗)(ξ1 · ξ•)(ξ2 · ξ S)ξ∗

+μab•[(ξ1 · ξ∗)(ξ1 · ξ2)(ξ• · ξ S) + (ξ1 · ξ∗)(ξ1 · ξ•)(ξ2 · ξ S)

+(ξ2 · ξ∗)(ξ1 · ξ•)(ξ1 · ξ S)]ξ∗

+Aab•
1

2
[(ξ1 · ξ∗)(ξ1 · ξ2)(ξ• · ξ S) + (ξ1 · ξ∗)(ξ1 · ξ•)(ξ2 · ξ S)

+(ξ• · ξ∗)(ξ1 · ξ2)(ξ1 · ξ S)

+(ξ2 · ξ∗)(ξ• · ξ1)(ξ1 · ξ S)]ξ∗

+Bab•[|ξ1|2(ξ∗ · ξ•)(ξ2 · ξ S) + |ξ1|2(ξ• · ξ S)(ξ2 · ξ∗)
+2(ξ1 · ξ•)(ξ1 · ξ2)(ξ∗ · ξ S)]ξ∗.

We observe that if • = V , ∗ = SH or • = H , ∗ = V then the term must be zero. So
it suffices to consider two cases. After some calculations, we find that

ıhHSH (z, ζ ) = abH |ξ1|2|ξ2||ξ S |[λ cos2 ψ + μ(cos(2ψ) + cos2 ψ)

+ 1

2
A cos(2ψ) + B(cos2 ψ − sin2 ψ)]ξ SH

= abH |ξ1|2|ξ2||ξ S |
[(

λ + 2μ + B + 1

2
A

)
cos2 ψ −

(
μ + B + 1

2
A

)
sin2 ψ

]
ξ SH .

The following lemma is straightforward.

Lemma 4 For ψ ∈ (0, π), consider the vector v(ψ) = [cos2 ψ, sin2 ψ]. Then
det(v(ψ1), v(ψ2)) is non-vanishing for ψ1, ψ2 in any open subset of (0, π)2.

In this sense, we say that the symbol hHSH is generically nonvanishing if λ + 2μ +
1
2 A + B �= 0 or μ + 1

2 A + B �= 0.
Next, we calculate that

ıhVV (z, ζ ) = abV |ξ1|2|ξ2||ξ S |[λ cosψ + 2μ cosα cos(α − ψ)

+1

2
A cosα cos(α − ψ) + B cosψ]ξV

= abV |ξ1|2|ξ2||ξ S |
[
(λ + B) cosψ +

(
2μ + 1

2
A

)
cosα cos(α − ψ)

]
ξV .

Similarly, we conclude that the term is generically non-vanishing if λ + B �= 0 or
2μ + 1

2 A �= 0.

4.3.3 S–S interactions

We let u(1) = u(1),S and u(2) = u(2),S and we consider G SS . We decompose the S
modes according to the interaction plane, see Fig. 5. Let z ∈ S1 ∩ S2 and (z, ζ 1) ∈
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Fig. 5 The interaction plane for
S–S wave interactions ξ(1),S

ξ(2),S

ξP

ξV

α

ψ

ξ2,H ξ1,H

ΛS
1 , (z, ζ

2) ∈ ΛS
2 . Let ζ

i = (τ i , ξ i ), i = 1, 2 as before. We call the plane determined
by ξ1, ξ2 the interaction plane. Let ξ i,H be a unit vector in the interaction plane
orthogonal to ξ i , i = 1, 2. Then let ξV be a unit vector orthogonal to the interaction
plane. We can decompose u(1), u(2) to H, V modes.

We decompose σ(u(i),S)(z, ζ 2) = biH ξ i,H + biV ξ i,V for some bi• constants, i =
1, 2, • = H , V . Similar to the previous case, we let

Wi
mn = ξ in

(
biH ξ i,Hm + biV ξ i,Vm

)
= ξ inb

i
H ξ i,Hm + ξ inb

i
V ξ i,Vm =Wi,H

mn + Wi,V
mn , i=1, 2,

corresponding to theH,V decomposition. The principal symbol σ

(
∂u(i),S

m

∂xn

)
is ıW i

mn .

Now we define

Ui = 1

2
(Wi + Wi,T ) = 1

2
ξ i,T

(
biH ξ i,H + biV ξ i,V

)
+ 1

2

(
biH ξ i,H ,T + biV ξ i,V ,T

)
ξ i

= 1

2
biH

(
ξ i,T ξ i,H + ξ i,H ,T ξ i

)
+ 1

2
biV

(
ξ i,T ξ i,V + ξ i,V ,T ξ i

)
= Ui,H +Ui,V ,

So the principal symbol of ẽ(i) is ıU i . Because of the H, V decomposition, we will
write

σ(G PS)(z, ζ ) = gHH + gHV + gV H + gVV ,

where g∗•, ∗, • = H, V are defined as

− g∗•
mn = λW 1,∗

k j W 2,•
k j δmn + 2μU 1,∗

nj W 2,•
mj + μW 1,∗

km W 2,•
kn + 2μU 2,•

nj W 1,∗
mj + μW 2,•

km W 1,∗
kn

+ A[U 1,∗
mj U

2,•
nj +U 2,•

mj U
1,∗
nj ] + 2BU 1,∗

i j U 2,•
i j δmn,

= λξ
1,∗
k ξ1j ξ

2,•
k ξ2j δmn + μ(ξ1,∗n ξ1j + ξ1n ξ

1,∗
j )ξ2,•m ξ2j + μξ

1,∗
k ξ1mξ

2,•
k ξ2n

+μ(ξ2,•n ξ2j + ξ2n ξ
2,•
j )ξ1,∗m ξ1j + μξ

2,•
k ξ2mξ

1,∗
k ξ1n
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+ 1

4
A[(ξ1,∗m ξ1j + ξ1mξ

1,∗
j )(ξ2,•n ξ2j + ξ2n ξ

2,•
j ) + (ξ2,•m ξ2j + ξ2mξ

2,•
j )(ξ1,∗n ξ1j + ξ1n ξ

1,∗
j )]

+ 1

2
B(ξ

1,∗
i ξ1j + ξ1i ξ

1,∗
j )(ξ

2,•
i ξ2j + ξ2i ξ

2,•
j )δmn . (27)

These terms represents the interaction of all possible combinations of the H, Vmodes.
Remember that we are computing the Pmode ofG SS when the interaction condition

is satisfied. So we let ζ P = ζ 1 + ζ 2 ∈ Σ P and ζ P = (τ P , ξ P ). As before, we get

h(z, ζ ) = σ(∇ · G (u1,S, u2,S))(z, ζ )

= ı(gHH (z, ζ ) + gHV (z, ζ ) + gV H (z, ζ ) + gVV (z, ζ ))ξ P .

Finally, we project the symbol to ξ P direction to get the symbol of the P mode:

h• = |ξ P |−2(ξ Pıg•(z, ζ )ξ P )ξ P , • = HH , HV , V H , VV .

Because of the orthogonality, one can check that hHV = hV H = 0 (details are
omitted). We compute hHH ,hVV carefully. We have

ıhVV = b1V b
2
V |ξ P |−2[λ|ξ P |2(ξ1 · ξ2)(ξV · ξV ) + 2μ(ξ1 · ξ P)(ξV · ξV )(ξ2 · ξ P )

+ 1

2
A(ξ1 · ξ P )(ξV · ξV )(ξ2 · ξ P ) + B|ξ P |2(ξV · ξV )(ξ1 · ξ2)]ξ P

= b1V b
2
V |ξ1||ξ2|

[
(λ + B) cosα +

(
1

2
A + 2μ

)
cosψ cos(α − ψ)

]
ξ P .

This term is generically non-vanishing if λ + B �= 0 or 1
2 A + 2μ �= 0. At last, we

compute

ı |ξ P |2hHH

= λb1Hb
2
H (ξ1,H · ξ2,H )(ξ1 · ξ2)(ξ P · ξ P )ξ P

+μb1Hb
2
H [(ξ2,H · ξ P)(ξ1 · ξ2)(ξ1,H · ξ P ) + (ξ2,H · ξ P)(ξ2 · ξ1,H )(ξ1 · ξ P )

+(ξ1 · ξ P )(ξ2 · ξ P )(ξ1,H · ξ2,H ) + (ξ1,H · ξ P)(ξ2,H · ξ P )(ξ1 · ξ2)

+(ξ1,H · ξ P)(ξ1 · ξ2,H )(ξ2 · ξ P ) + (ξ1,H · ξ2,H )(ξ2 · ξ P )(ξ1 · ξ P )]ξ P

+1

4
Ab1Hb

2
H [(ξ1,H · ξ P)(ξ1 · ξ2)(ξ2,H · ξ P ) + (ξ1,H · ξ P)(ξ1 · ξ2,H )(ξ2 · ξ P )

+(ξ1 · ξ P )(ξ1,H · ξ2)(ξ2,H · ξ P ) + (ξ1 · ξ P )(ξ1,H · ξ2,H )(ξ2 · ξ P )]ξ P

+1

4
Ab1Hb

2
H [(ξ2,H · ξ P)(ξ1 · ξ2)(ξ1,H · ξ P ) + (ξ2,H · ξ P)(ξ2 · ξ1,H )(ξ1 · ξ P )

+(ξ2 · ξ P )(ξ2,H · ξ1)(ξ1,H · ξ P ) + (ξ2 · ξ P )(ξ2,H · ξ1,H )(ξ1 · ξ P )]ξ P

+Bb1Hb
2
H [(ξ1,H · ξ2,H )(ξ1 · ξ2) + (ξ1,H · ξ2)(ξ1 · ξ2,H )]ξ P .
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Table 1 All possible nonlinear interactions

Interactions Non-vanishing conditions

P+ P → SH λ + 2B + 3μ + A �= 0

P + SH → P λ + 2B + 3μ + A �= 0

P + SH → SH λ + 2μ + 1
2 A + B �= 0 or μ + 1

2 A + B �= 0

P + SV→ SV λ + B �= 0 or 2μ + 1
2 A �= 0

SH + SH → P Interaction condition and

λ + 2μ + 1
2 A + B �= 0 or μ + 1

2 A + B �= 0

SH + SV → ∅ None

SV + SV → P Interaction condition and

λ + B �= 0 or 2μ + 1
2 A �= 0

SH stands for the S mode within the interaction plane, SV stands for the S mode perpendicular to the
interaction plane. Non-vanishing condition means the principal symbols of the nonlinear responses u• in
Theorem 3 are non-vanishing. The interaction condition is in Lemma 3

Then we have

ıhHH = b1Hb
2
H |ξ1||ξ2|

[
λ cos2 α + μ(2 cos2 α − sin2 α) + 1

2
A(cos2 α − sin2 α)

+B(cos2 α − sin2 α)

]
ξ P

= b1Hb
2
H |ξ1||ξ2|

[(
λ + 2μ + B + 1

2
A

)
cos2 α −

(
μ + B + 1

2
A

)
sin2 α

]
ξ P.

This term is generically non-vanishing if λ + 2μ + 1
2 A+ B �= 0 or μ + 1

2 A+ B �= 0.
To conclude this section, we summarize all the possible interactions in Table 1.

5 The inverse problem

We complete the proofs of Theorem 1 in this section.

Proof of Theorem 1 First of all, from the displacement-to-tractionmapΛ, we derive the
linearized map Λlin which corresponds to the linearized elastic equation (7), see (18).
This problem have been studied in [19] for μ > 0, 3λ + 2μ > 0 on Ω and in a more
general setting in [6] for μ > 0, λ + μ > 0. We conclude that one can determine the
P and S wave speed

√
λ + 2μ and

√
μ, hence λ and μ from Λlin,T0 , T0 > diamS(Ω).

It is convenient to consider the P, SV wave interaction. So for any (t0, x0) ∈ R×Ω

and ξ1, ξ2 two linearly independent vectors at x0,we choose twogeodesics c1(s), c2(s)
for −dt2 + gP ,−dt2 + gS respectively such that

c•(0) = (t•, x•) ∈ R × ∂Ω, c•(s•) = (t0, x0), s• > 0,

and ċ•(s•) = (τ •, ξ•), • = 1, 2.
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We let γ • be the corresponding cotangent vectors at (t•, x•), • = 1, 2. Then we con-
struct two distorted plane waves u(1), u(2) as in Definition1 for γ 1, γ 2 and a small
parameter δ. We take f (1) = f (1),P , f (2) = f (2),S hence u(1) = u(1),P , u(2) = u(2),S

by Proposition 1. Following the nonlinear analysis in Sect. 4, we see that for δ

sufficiently small, the nonlinear response uPSS in Theorem 3 is a conormal distri-
bution to ΛPSS (away from the wave front sets of the linear responses). From the
principal symbol of ∂ε1∂ε2Λ( fε)|ε1=ε2=0 at the boundary (for a measurement time
T0 > 2diamS(Ω)), we can determine the principal symbols of uPSS at ZPS . From
the symbol of the SV mode, we obtain the value of λ + B and 2μ + 1

2 A at x0, see
Table 1. This determines the value of A, B at x0 and finishes the proof of Theorem 1.
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